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A Common Dilemma: While our interest is typically in populations, our data most often come from samples.
You may want to know, for example, the mean of some measure in the population. We estimate such population parameters with the relevant sample statistic.
A single value estimate is called a point estimate; an interval estimate is referred to as a CI. The point estimate is typically at the center of the interval estimate.
How good is a point estimate?

Accuracy: on target; validity; unbiased; true; the error is systematic
Precision: variability; reliability; consistency; efficiency; the error is random
What do accuracy and precision mean in archery, basketball, and weight-guessing?

Additional Vocabulary:

Given a population and a SRS, if  is a population parameter and hat the sample statistic or estimate from a sample, then  - (-hat) = error. The mean of the squared errors over many samples (of the same size) is the MSE. An efficient estimator is the one with the smallest MSE. Bias is defined to be  - (mean of -hats) where -hats are taken over many same-size samples.
______________________________________________________________________________

In general, which do you feel is more important, accuracy or precision?

Which bathroom scale would you find more useful?

a. Inaccurate, say over by 2 pounds, but quite precise.

b. Quite accurate, but rather imprecise.

How would you best use each of the above scales?

______________________________________________________________________________

A bit of background information necessary for understanding interval estimation:
The sampling distribution of the mean:
http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/
The Central Limit Theorem (CLT)

The standard deviation of the sampling distribution is called the standard error.
The transition to CI’s

______________________________________________________________________________

Simulations can make CI’s more easily understood:
http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/
http://www.bioconsulting.com/confidence_intervals_Robinson.html
http://www.stat.berkeley.edu/~stark/Java/Html/Ci.htm
______________________________________________________________________________

A formula or two:

If you know the population standard deviation, then a CI about a sample mean is:

CI = sample mean ± z*standard error, where z is, say, 1.96 for a 95% CI.

If you need to estimate the population standard deviation from the sample data, then:


CI = sample mean ± t*standard error, where t is, say, 2.06 for a 95% CI with 24 df.

Example 1:

Question: The mathematics portion of the SAT has a standard deviation (sd) of 100. Suppose you have a SRS of 25 students with a sample mean of 530. How much confidence do you have in your 530 estimate?

Answer: standard error = sd/square root N = 100/5 = 20. CI95% = sample mean ± 1.96*se. Therefore, CI95%  ~ 530 ± 40 = (490, 570).

Interpretation: If we took many samples and computed CI’s for each, then 95% of such intervals should contain the population mean. Therefore, on average, any one interval has a 95% chance of containing the population parameter. The probability that the interval (490, 570) contains the population mean is approximately .95.

______________________________________________________________________________

Example 2:
The mean ACT of entering freshman (approximately 3,000 took the ACT) at OU in the Fall 2007 was 23.3. The sd for the ACT is approximately 5. The mean ACT of the 49 freshman from Athens High School was 24.8. Question: Are the students from AHS ‘a cut above average’ in the freshman class at OU? 

(source: http://www.ohiou.edu/instres/student/ACTClassProfile.pdf)
Answer: A CI95% for the mean of the AHS students is 24.8 ± 1.96*5/7 = 24.8 ± 1.4
Since 23.3 is not in the interval (23.4, 26.2), we conclude that AHS is, likely, a cut above.

Note: Population size is not relevant…sample size and variation are the sole deciders.

______________________________________________________________________________

CI’s for proportions:

If you want the proportion of, say, sophomores at OU, you could code sophomores as ‘1’ and all non-sophomores as ‘0’.

In general, what is the variance of a variable that is composed of a bunch of 1’s and 0’s?

Suppose there are P 1’s and Q 0’s; P+Q = N.

The mean is P/N = p. Let q = Q/N. Note that p + q = 1.

Variance = [P(1-p)2 + Q(0-p)2]/N = pq2 + qp2 = pq(q + p) = pq.

Standard error = se = square root (p*q/N)

Example 1: 

N=700 and p=.40

se=square root (.28/700)=.02

So, CI95% = .40 ± .04 or, we could say the (point) estimate is 40% with a margin of error of ±4%.

______________________________________________________________________________

Example 2: 

N=700 and p=.04

se=square root (.0384/700)=.0074
So, CI95% = .04 ± .015 or, we could say the (point) estimate is 4% with a margin of error of ±1.5%.

______________________________________________________________________________

If you are estimating a proportion, the precision will depend on the magnitude of the proportion as well as the size of the sample. For which proportions are the standard errors the largest and the CI’s the ‘weakest’ or biggest?

This is a nice max/min problem for calculus students…or
p
q
pq

.1
.9
.09
.2
.8
.16

.3
.7
.21

.4
.6
.24

.5
.5
.25

.6
.4
.24

.7
.3
.21

.8
.2
.16

.9
.1
.09

Conclusion: A conservative rule would be to choose sample sizes based on the assumption that proportions will be near .5.
______________________________________________________________________________

Examples in the news:

http://www.gallup.com/poll/101734/Consumers-Remain-Glum-Equities-Soar.aspx
“Results are based on telephone interviews with 1,010 national adults, aged 18 and older, conducted Oct. 4-7, 2007. For results based on the total sample of national adults, one can say with 95% confidence that the margin of sampling error is ±3 percentage points.”

http://rasmussenreports.com/public_content/politics/political_updates/president_bush_job_approval
“Like all polling firms, Rasmussen Reports weights its data to reflect the population at large. Among other targets, Rasmussen Reports weights data by political party affiliation using a dynamic weighting process. Our targets are established based upon survey interviews completed during the preceding three months (a total of 45,000 interviews). For the month of June, the targets are 41.4% Democrat, 31.7% Republican, and 26.9% unaffiliated. For May, the targets were 41.3% Democrat, 31.8% Republican, and 26.9% unaffiliated (see party trends, analysis and history).” 

http://www.stltoday.com/stltoday/news/stories.nsf/politics/story/543094D17D7708D2862573DC00246446?OpenDocument
“A total of 800 likely voters who vote regularly in state elections were interviewed statewide by telephone. The margin for error, according to standards customarily used by statisticians, is no more than plus or minus 3.5 percentage points. This means that there is a 95 percent probability that the "true" figure would fall within that range if the entire population were sampled. The margin for error is higher for any subgroup, such as a gender or region.

Research 2000 also conducted two other samples; one of 500 Missouri Republicans likely to vote on Feb. 5 and the other was of 500 Missouri Democrats. Those polls were used to determine which presidential candidates were the party favorites among Republicans or Democrats. 

The margin of error for those two samples is 4.5 percentage points.”

http://www.strategicvision.biz/political/georgia_poll_051408.htm
“Below are the results of a three-day poll in the state of Georgia. Results are based on telephone interviews with 800 likely voters in Georgia, aged 18+, and conducted May 9-11, 2008. The margin of sampling error is ±3 percentage points.”

Note that this gives us a 90% CI.

The primary concern with these and other polls is often more with the representativeness of the sample than with the sample size. One issue that is hard to determine is the proportion of persons who decline to participate.  If participation is related, directly or indirectly, to the construct being measured, then there is the risk of bias.

The moral to the story: Only samples that are both large and truly representative of the population will yield precise and accurate parameter estimates, respectively.

______________________________________________________________________________

Question: What is the impact on an estimate if, say, there are gender differences in the parameter you are estimating and your sample is not gender representative of the population? How could you fix or compensate for this?

Answer: Weighting is used for this purpose.

______________________________________________________________________________

Possible classroom exercises in the construction of interval estimation: estimate length/weight of known object; roll dice and record sum; estimate proportion of red M&M’s.
______________________________________________________________________________

CI for correlations…interactive computations are available online at:

http://faculty.vassar.edu/lowry/rho.html
http://glass.ed.asu.edu/stats/analysis/rci.html
______________________________________________________________________________

Question: Do overlapping CIs mean statistically significant differences?

DATA LIST FREE / GROUP X COUNT.

BEGIN DATA

1.0
0.0
2.0

1.0
1.0
5.0

1.0
2.0
21.0

1.0
3.0
22.0

1.0
4.0
23.0

1.0
5.0
28.0

1.0
6.0
34.0

1.0
7.0
32.0

1.0
8.0
22.0

1.0
9.0
10.0

2.0
0.0
12.0

2.0
1.0
11.0

2.0
2.0
5.0

2.0
3.0
36.0

2.0
4.0
47.0

2.0
5.0
43.0

2.0
6.0
33.0

2.0
7.0
21.0

2.0
8.0
22.0

2.0
9.0
9.0

END DATA.

WEIGHT BY count.

T-TEST GROUPS=Group(1 2)

  /MISSING=ANALYSIS

  /VARIABLES=x

  /CRITERIA=CI(.9500).

GRAPH

  /ERRORBAR(CI 95)=x BY Group.

EXECUTE.
